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A calibrated UV LED light source for photocatalytic experimentation
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Abstract—Photocatalysis is an evolving field that has a potential to become a cost effective water cleaning method. One of the most studied photocatalysts is Titanium Dioxide (TiO\textsubscript{2}). It has a high activity in response to UV wavelengths but almost no activity in the visible region of the spectrum. The activity changes rapidly between roughly 340 and 370 nm although this can be modified by doping. This region of the spectrum corresponds to the current lower limit of high efficiency LEDs. This presents a challenge in the use of UV LEDs for commercially viable photocatalysis and makes accurate comparisons of experimental data between different research groups essential. This paper presents a photocatalytic test reactor that provides a calibrated light source and pre-defined test conditions to remove as many sources of uncertainty as possible to improve data comparability. The test reactor provides a selectable intensity of up to 1.9 kW/m\textsuperscript{2} at the photocatalyst surface. The comparability of the results is achieved through the use of pre-calibration and control electronics that minimizes the biggest source of uncertainty – intensity variation between individual LEDs. The system devised reduces the intensity variation between systems by a factor of 11.6.

Index Terms—Chemical Reactors, FPGA, LED, Materials Testing, Photocatalysis

I. INTRODUCTION

PHOTOCATALYSTS require energy provided by light within a specific wavelength range to initiate a chemical reaction. When excited by light with the energy equal or greater than the semiconductor band gap of the photocatalyst, electron-hole pairs are produced at the surface. Once generated, these electron-hole pairs initiate reduction and oxidation (redox) reactions [1]. These reactions exhibit properties required in some fields, for example in organic waste from water removal [2]. During these reactions organic pollutants undergo changes and are degraded to their intermediate products and subsequently further mineralized to innocuous carbon dioxide.

One of the most studied photocatalysts is Titanium Dioxide (TiO\textsubscript{2}), mainly due to its properties such as non-toxicity and stability [2]. In the case of pure TiO\textsubscript{2}, ultraviolet light of a specific wavelength range (≤ 370 nm) is required for a chemical reaction to happen [1]. Absorption characteristics of pure TiO\textsubscript{2} suggest that light with the wavelength shorter than ~365 nm will result in the best performance of the semiconductor [3]. There are light sources that would radiate at such wavelength range, but their low efficiency makes them an undesired choice for the use with photocatalysts.

The most commonly used Ultra Violet (UV) light source is mercury gas discharge lamp. It has multiple spectral components in the UV region of the spectrum as well as spectral components in the visible portion of the spectrum [4]. The fact that there are multiple UV spectral components makes mercury gas lamps an unsuitable light source for the photocatalytic experimentation since it may not be clear which spectral component is responsible for activation.

Light Emitting Diodes (LEDs) can be used as an alternative to the mercury gas lamps. LEDs radiate at a single dominant wavelength with a relatively narrow spectral spread, usually around 50 nm. Although there are some LEDs that radiate at dominant wavelengths shorter than 365 nm, the efficiency of such LEDs is very low (for example 0.78\% at 0.28W of electrical power consumption for a Roithner Laser Technik 340nm LED [5]). Although more energy per nm is provided to TiO\textsubscript{2}, the light output of these LEDs is too low to offset the improvements in the photocatalytic performance of TiO\textsubscript{2} compared to recently developed innovative 365 nm high brightness LEDs (for example 30\% at 3W of electrical power consumption for LEDEngin 365nm LED [6]).

In order to achieve comparable results from the experiments with TiO\textsubscript{2} the evenness of the light distribution across the photocatalytic sample has to be considered. TiO\textsubscript{2} is usually used in powder form and is dispersed in the liquid. This makes it hard to estimate the surface area of the sample. In this work the TiO\textsubscript{2} samples used were manufactured in the form of disks with the diameter of 40 mm. Such form of the sample is chosen for a better estimate of the area and allows a controlled positioning of the sample with respect to the light source. As a result a more even distribution of light across the sample surface with known intensity can be achieved.

In this paper the UV lighting system for the photocatalytic experimentation as part of the PCATDES project is presented. It consists of the light source, light source controller, photocatalytic reactor and a cooling system. The light source consists of UV LEDs that are split into individually controlled...
groups (channels). Such splitting allows the adjustment of intensity for achieving desired light radiation patterns. Each LED channel has its own controller (driver) that controls the input power to the channel thus controlling the intensity. Higher input power results in higher heating of the LEDs since only ~30% of that power is converted to the UV light with remaining power being converted to heat. The liquid cooling system is responsible for removing the excess heat from the LEDs allowing them to operate in optimal conditions. Heat management of LEDs is essential since the rise in the device temperature will cause the drop in intensity and red shift in wavelength.

The sample disk is placed into the reactor holder that is fixed to the lid and submerged into the water. The light source is placed in the lid at a fixed distance from the photocatalytic sample. Such an arrangement allows comparable results from different experiments to be achieved by ensuring that the sample and the light source are always separated by the same distance.

A. Contributions
This paper describes the following contributions to lighting equipment for photocatalytic experimentation:

1. UV light source with narrow spectral spread. Narrow spread allows for the achievement of better results by eliminating interference from other spectral components in, for example, mercury gas lamps.
2. The light source described in this paper provides the ability to control the intensity of the UV light to achieve better control of experiments.
3. The light output of the LEDs used increases the UV power density significantly over previously reported systems [9-11]. Power at the surface of the photocatalytic sample is ~2.4 W. This is equivalent to ~1.9 kW/m$^2$ of 360-370nm UV.

II. System Description
The system consists of multiple parts. They will be described in this section.

A. UV Light Generation
UV light is generated by the LEDs that are arranged into channels with each channel consisting of 3 LEDs. Each channel is controlled individually by adjusting the electrical power delivered to that channel. The power is delivered in the form of Pulse-Width Modulated (PWM) waveform. The PWM duty cycle controls the average intensity of the LEDs.

B. LED Intensity Control
PWM signal is generated by an LED driver. Each channel has its own driver. The driver includes monitors for voltage and current supplied to LEDs for the fault detection and feedback. There is also a temperature monitor on the driver for circuitry overheating protection. Another overheating prevention mechanism is the heatsink that is located on the other side of the driver’s PCB. It is a forced convection heatsink; the air flow is created by the means of 2 fans in the control electronics’ enclosure.

C. Photocatalytic Reactor
The photocatalytic reactor shown in Fig.1. is a glass vessel for the liquid sample. Its walls are made hollow to allow the use of liquid cooling of the sample. The vessel is surrounded by a plastic enclosure for the purposes of safety. The lid of the enclosure holds the UV LED array and has a photocatalyst disk holder. Once the lid is installed on the enclosure, the photocatalyst holder is submerged into the liquid. The LED array is located at a distance of 10 cm from the photocatalyst.

Reactor lid also has 6 sampling holes that can be used for pH or temperature monitoring or for extracting water samples during the experiment.

III. LED Board

![Fig. 2. Block diagram of the LED board. LEDs are numbered in groups showing which channel they belong to.](image)

There are 36 LEDs on the LED board controlled in 12 individual channels. Each channel consists of a group of 3 LEDs wired in series. The arrangement of LEDs shown in Fig. 2 is designed to provide the best illumination of the photocatalytic sample that is a disk of 40 mm diameter. The board is an Insulated Metal Substrate (IMS) PCB for better thermal management. Each LED outputs 800 mW of optical power over its radiation pattern when driven at full electrical...
power. This corresponds to 116 mW of UV in the direction of the sample (near field), which results in ~2.4 W of UV on the surface of the sample (far field). This amount of power corresponds to the ~1.9 kW/m² of optical power at the distance of 0.1 m from the LEDs.

There is a ±10% variation in optical power between LEDs, as well as ±2 nm variation in dominant wavelength [6]. In order to achieve a better control of the optical power delivered to the sample, an Electrically Erasable Programmable Read-Only Memory (EEPROM) chip is added to the LED light source. The EEPROM holds calibration information that is used to estimate the intensity of each channel at different electrical power levels and the information on dominant wavelength offset from the desired (365 nm). Using this information and the fact that LED channels have individual drivers, the controller is able to adjust the input power to any channel so that all channels provide the same optical power. Placement of the EEPROM chip on the LED board ensures that the calibration information stays with the light source. This allows the UV light source to be used with a different controller while maintaining the same performance.

Since LEDs are heat sensitive, a temperature sensor is placed on the PCB of the UV light source. The sensor is used as an overheating protection. If the temperature of the PCB reaches a certain pre-defined value, the electrical power to the LEDs will be switched off.

IV. CONTROL OF UV LIGHT SOURCE

LEDs are controlled with the PWM signal generated by the LED driver circuitry. This signal is created by Texas Instruments LM3405 LED driver chip, that is capable of providing 1 A of current at up to 22 V [7]. The LM3405 chip is incorporated into a custom PCB with additional circuitry and sensors.

The LM3405 is driven by a PWM signal from the Field Programmable Gate Array (FPGA) that is used as a main controller for the system. The PWM signal generated by the FPGA acts as a trigger for the LM3405, since FPGA is not capable of providing enough power to drive LEDs. The intensity of LEDs is controlled by adjusting the duty cycle of the PWM signal generated by the FPGA. Switching frequency of the LM3405 is fixed at 1.6 MHz [7].

The FPGA has a NIOS processor implemented as digital hardware. This processor is responsible for the control of the system and data acquisition from the sensors as shown in Fig. 3.

The NIOS processor constantly monitors the state of the sensors on the LED board and LED drivers. If a fault has been detected, the processor will turn off LEDs and inform the user about the detected fault. Such feedback is provided through the PC software and through the indicator LEDs on the front panel of the control electronics’ enclosure. It also controls both cooling systems, LED and driver cooling. The control of LED cooling system is achieved through the control of a digital potentiometer that mimics the behavior of the thermistor.

The NIOS process is also responsible for data acquisition from the drift sensor board. The data is acquired by addressing each individual sensor on the drift board via I²C communications.

V. DRIFT SENSOR

During extended use, some of the characteristics of LEDs, such as intensity and wavelength, may change. Changes in those characteristics will affect the outcome of experiments. In order to check that LED characteristics have not changed significantly, a drift sensor was created. This sensor consists of 12 Avago Technologies APDS-9301-020 miniature ambient light sensors. These sensors have 2 photodiodes, each one with a different spectral response. The sensor communicates with the control electronics via I²C communications protocol.

Fig. 4. Photo of the drift sensor board. Sensors are located as evenly as possible across the board.

The drift sensor is made in the form of a disk as shown in Fig. 4 in order to fit into the sample holder. It has a diameter that is marginally smaller than that of a photocatalytic sample, 39 mm instead of 40 mm. This allows easier positioning and removal of the drift sensor in the sample holder.

The drift sensor provides a relative measurement of the LED intensity. Its main uses are checks of relative LED intensity and uniformity of light distribution and acquisition of the
calibration data that is later stored on the EEPROM of the LED board. The drift sensor can also be used for recalibration of the system that can be performed by the user.

VI. POTENTIAL SOURCES OF ERROR

The performance of the system was tested by checking the intensity differences between LED channels after the characterization and evenness of the UV light distribution at a distance of 10 cm from the LEDs. The drift sensor described in this paper was used for both of these tasks, as well as for the characterization of LED intensities.

The characterization information was acquired by turning each LED channel in turn at a set duty cycle and recording 10 readings from all sensors on the drift board. The average of those readings was calculated for each channel and compared against other channels on the LED board. All readings are relative since sensors used are unable to provide a measure of true optical power (absolute irradiance) from LEDs.

After the average intensity of all channels was found, first correction factor for each channel is calculated. This factor takes into account the relative position of LEDs in the channel to each individual sensor on the drift sensor board. Angular response of sensors [8] and radiation pattern of LEDs [6] are used to calculate this factor.

Once the first correction factors are obtained, they are applied to appropriate channels. This produces an array of true relative intensities at given requested intensities. This information is then used to calculate a quadratic line of best fit for each LED channel. These equations are then used by the control electronics to adjust the current to LEDs based on the user requested intensity.

VII. RESULTS

LED intensity is adjusted according to the data stored in the EEPROM. The data for the intensity corrections is expressed as the 3 coefficients for a quadratic equation. The equation is of a line of best fit for the processed intensity measurements. The quadratic form is chosen due to lack of space on the EEPROM to store more coefficients for all 12 channels. When an intensity level is requested by the user, NIOS uses the coefficients from the EEPROM to calculate the amount of current that needs to be passed to a given channel. Such corrections to the LED intensity give users more control of the experiments and produce more reliable experimental results.

![Fig. 5. Schematic of relative positions between LED and individual sensors.](image)

Fig. 5. Schematic of relative positions between LED and individual sensors.

![Fig. 6. Comparison of LED intensity output before (measured) (top) and after (predicted) (bottom) calibration.](image)

Fig. 6. Comparison of LED intensity output before (measured) (top) and after (predicted) (bottom) calibration. Top graph shows a region between minimum and maximum intensities achieved at given requested intensities. Line of best fit was constructed for each channel using the uncalibrated data seen on the top graph.

Use of the quadratic line of best fit for calibration resulted in improved intensity output at given requested intensity. The predicted output intensity at any given requested intensity has become more linear. The data is matched to the weakest channel across all LED boards so that all systems have the same performance range as each other.

Uncalibrated intensity error with respect to the expected user requested optical output is shown in Fig 7. The errors form of a Gaussian distribution which is to be expected from a relatively large population size (over 1000 points). The modal channel error is 3.5% from the requested intensity value, with a maximum of 6.5%. Although the variation in intensity between individual LEDs can be as high as 10%, grouping LEDs into channels with 3 devices may have had the effect of reducing the typical variation.
After the calibration is applied the error between user requested intensity and system output intensity (predicted) is significantly reduced. The largest predicted intensity error is 1.8% due to non-linearities in the response of one LED in the test sample. Overall, predicted intensity values lie within 0.5% region from expected.

The calibration information stored on the EEPROM also includes the wavelength offset from nominal for each LED channel. This information is valuable for users whose experiments are strongly dependant on the wavelength. It allows the user to calculate the output spectrum of light in the system and correct for spectral variations if necessary.

VIII. CONCLUSION

UV LEDs have the potential to provide a rugged and high efficiency light source for photocatalytic water treatment. However, comparisons between experiments using UV LEDs as a light source are prone to error due to variation in individual LED characteristics in use, differences in LED performance due to manufacturing process variability and improvements in the manufacturing processes over time.

This paper has demonstrated an effective methodology to reduce the variation of light output from a high power UV light source through the use of pre-calibration which can be repeated to account for the effects of ageing on the LEDs. The calibration process allows the user to be certain that the requested intensity value will be very close to the actual intensity of all LED channels. The predicted behavior of the LEDs after calibration has demonstrated 11.6 times reduction in output intensity spread when compared with uncalibrated data. The described system has been delivered to PCATDES project partners and is currently being used for photocatalytic experimentation and comparison of results.
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