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Abstract

An Arzelà-Ascoli theorem for asymmetric metric spaces (sometimes called quasi-metric spaces) is proved. One genuinely asymmetric condition is introduced, and it is shown that several classic statements fail in the asymmetric context if this assumption is dropped.
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1 Introduction

In this paper we investigate the question of whether the classical theorem of Arzelà-Ascoli can be generalised to the world of asymmetric metric spaces. Asymmetric metric spaces are defined as metric spaces, but without the requirement that the (asymmetric) metric $d$ has to satisfy $d(x, y) = d(y, x)$. The investigations show that both the Arzelà-Ascoli Theorem as well as underlying fundamental statements of real analysis rely heavily on the symmetry. Without symmetry, an ‘embarrassing richness of material’ [13] is revealed, which we try to shed light on by discussing various examples. In particular, it is shown that classic statements of real (symmetric) analysis fail if one crucial asymmetric assumption fails.

In the realms of applied mathematics and materials science we find many recent applications of asymmetric metric spaces; for example, in rate-independent models for plasticity [6], shape-memory alloys [8], and models for material failure [12]. In general, gradient flow models have been proposed for situations where local energy minimisation is relevant. For the investigation of the existence of gradient flows in asymmetric metric spaces [1], a compactness argument such as the Arzelà-Ascoli Theorem is a vital ingredient, which we could not find in the literature. Since this result and the framework might be of independent interest, it is described in this note.

There are many versions of the classic Arzelà-Ascoli Theorem. For example, one formulation considers sets of equicontinuous functions from $k$-spaces to Tychonoff spaces [2, 8.2.10]. Another version is cast in a metric setting (see, e.g., [9]), and it is this formulation which we generalise to the asymmetric case. This choice is motivated by the applications in mathematical materials science; a metric framework is a suitable setting for gradient flow models and rate-independent evolution equations.

There are other applications of asymmetric metrics both in pure and applied mathematics; for example, asymmetric metric spaces have recently been studied with questions of existence and uniqueness of Hamilton-Jacobi Equations [7] in mind. In this light, it is quite natural to wonder whether the symmetry requirement of a metric is indeed essential, or a mere limitation of applicability, as remarked by Gromov [3, Introduction].
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The study of asymmetric metrics apparently goes back to Wilson \cite{13}. Following his terminology, asymmetric metrics are often called quasi-metrics. Though the analysis of asymmetric metric spaces seems quite natural, the lack of a consistent theory has been pointed out long ago \cite{4}, and still there seem to be many open questions.

This paper is organised as follows. The topology of asymmetric metric spaces is described in Section 2; forward and backward convergence is analysed in Section 3, followed by a discussion of completeness and compactness in Section 4. Section 5 is devoted to the Arzelà-Ascoli Theorem and its proof. Notation: $\mathbb{R}_+^*$ denotes the nonnegative real numbers, and $\mathbb{Z}^+ := \{1, 2, \ldots\}$.

2 Topology of asymmetric metric spaces

**Definition 2.1 (Asymmetric metric space).** A function $d: X \times X \to \mathbb{R}$ is an asymmetric metric (sometimes called a quasi-metric \cite{13}) and $(X, d)$ is an asymmetric metric space if:

1. For every $x, y \in X$, $d(x, y) \geq 0$ and $d(x, y) = 0$ holds iff $x = y$,
2. For every $x, y, z \in X$, we have $d(x, z) \leq d(x, y) + d(y, z)$.

Henceforth, $(X, d)$ shall be an asymmetric metric space. We start with some elementary definitions.

**Definition 2.2 (Forward and backward topologies).** The forward topology $\tau_+$ induced by $d$ is the topology generated by the forward open balls $B^+(x, \varepsilon) := \{y \in X \mid d(x, y) < \varepsilon\}$ for $x \in X, \varepsilon > 0$.

Likewise, the backward topology $\tau_-$ induced by $d$ is the topology generated by the backward open balls $B^-(x, \varepsilon) := \{y \in X \mid d(y, x) < \varepsilon\}$ for $x \in X, \varepsilon > 0$.

**Definition 2.3 (Boundedness).** A set $S \subset X$ is forward bounded, respectively backward bounded, if there exists $x \in X$ and $\varepsilon > 0$ such that $S \subset B^+(x, \varepsilon)$, respectively $S \subset B^-(x, \varepsilon)$.

**Definition 2.4 (Convergence).** A sequence $\{x_k\}_{k \in \mathbb{N}}$ forward converges to $x_0 \in X$, respectively backward converges to $x_0 \in X$ iff

$$
\lim_{k \to \infty} d(x_0, x_k) = 0, \quad \text{respectively} \quad \lim_{k \to \infty} d(x_k, x_0) = 0.
$$

Notation: $x_k \xrightarrow{f} x_0$, respectively $x_k \xrightarrow{b} x_0$.

**Definition 2.5 (Continuity).** Suppose $(X, d_X)$ and $(Y, d_Y)$ are asymmetric metric spaces. There are four obvious definitions of continuity for a function $f: X \to Y$ at $x \in X$. We say a function is ff-continuous, respectively fb-continuous, if, for every $\varepsilon > 0$, there exists $\delta > 0$ such that $y \in B^+(x, \delta)$ implies $f(y) \in B^+(f(x), \varepsilon)$, respectively $f(y) \in B^-(f(x), \varepsilon)$.

However, note that uniform ff-continuity and uniform fb-continuity are the same (and analogously uniform fb-continuity and uniform ff-continuity).

**Lemma 2.6 (Sequential definition of continuity).** A function $f: X \to Y$ is ff-continuous at $x \in X$ iff whenever $x_k \xrightarrow{f} x$ in $(X, d_X)$ we have $f(x_k) \xrightarrow{f} f(x)$ in $(Y, d_Y)$. An analogous statement holds for the other three notions of continuity.
Proof. As in the symmetric case. □

In the literature, one can find at least seven different notions of Cauchyness [11, 7]. We single out the two which are appropriate for the investigations to come.

Definition 2.7 (Cauchyness). Suppose \((X, d)\) is an asymmetric metric space. We say that a sequence \(\{x_k\}_{k \in \mathbb{N}} \subset X\) is

1. forward Cauchy if for every \(\epsilon > 0\) there exists \(N \in \mathbb{N}\) such that for \(m \geq n \geq N\), \(d(x_m, x_n) < \epsilon\) holds,

2. backward Cauchy if for every \(\epsilon > 0\) there exists \(N \in \mathbb{N}\) such that for \(m \geq n \geq N\), \(d(x_n, x_m) < \epsilon\) holds.

Forward (backward) Cauchy sequences are called left (right) K-Cauchy sequences in [11], apparently referring to Kelly’s investigation of these notions [4, Definition 2.10]. Kelly pointed out that with this definition, forward convergence does not imply forward Cauchyness [4, Example 5.8]. We give another, simpler, example of a forward convergent sequence which is not forward Cauchy; see Example 3.6 below.

3 Convergence and limits

For the sake of completeness, we state a simple lemma (compare [13, Theorem I]).

Lemma 3.1. If \(\{x_k\}_{k \in \mathbb{N}} \subset X\) forward converges to \(x_0 \in X\) and backward converges to \(y_0 \in X\) then \(x_0 = y_0\).

Proof. Fix \(\epsilon > 0\). By assumption, \(x_k \xrightarrow{f} x_0\) so there exists \(N_1 \in \mathbb{N}\) such that \(d(x_0, x_k) < \frac{\epsilon}{2}\) for all \(k \geq N_1\). Also, \(x_k \xrightarrow{b} y_0\), so there exists \(N_2 \in \mathbb{N}\) such that \(d(x_k, y_0) < \frac{\epsilon}{2}\) for all \(k \geq N_2\). Then for all \(k \geq N := \max\{N_1, N_2\}\), \(d(x_0, y_0) \leq d(x_0, x_k) + d(x_k, y_0) < \epsilon\). As \(\epsilon\) was arbitrary, we deduce that \(d(x_0, y_0) = 0\), which implies \(x_0 = y_0\). □

Corollary 3.2. If forward convergence of a sequence implies backward convergence, then the forward limit is unique.

Proposition 3.3. Suppose \(d(y, x) \leq c(x, y)d(x, y)\) for all \(x, y \in X\), where \(c: X \times X \to \mathbb{R}\) satisfies the following constraint:

\[
\forall x \in X \exists \epsilon > 0 \text{ such that } y \in B^+(x, \epsilon) \Rightarrow c(x, y) \leq C(x),
\]

(1)

where \(C\) is some function which depends only on \(x\).

In this situation, the existence of forward limits implies the existence of backward limits, and so limits are unique.

Proof. Suppose \(x_k \xrightarrow{f} x_0\). From Equation (1), there exists \(\delta > 0\) such that \(c(x_0, x_k) \leq C(x_0)\) for \(d(x_0, x_k) < \delta\). Fix \(\epsilon > 0\). Since \(x_k \xrightarrow{f} x_0\), there exists \(N \in \mathbb{N}\) such that for every \(k \geq N\), we have \(d(x_0, x_k) < \delta\) and thus \(d(x_k, x_0) \leq c(x_0, x_k)d(x_0, x_k)\). The claim follows if \(N\) is chosen that \(d(x_0, x_k) < \delta\) if \(\epsilon \geq C(x_0)\delta\), and \(d(x_0, x_k) < \frac{\epsilon}{C(x_0)} < \delta\) if \(\epsilon \geq C(x_0)\delta\), since this shows \(x_k \xrightarrow{b} x_0\). By Corollary 3.2, limits must be unique. □

A few examples are in order.
Example 3.4. We begin with the simplest example of an asymmetric metric space. Let $\alpha > 0$. Then \( d: \mathbb{R} \times \mathbb{R} \to \mathbb{R}_0^+ \) defined by
\[
d(x, y) := \begin{cases} \frac{y - x}{\alpha(x - y)} & \text{if } y \geq x \\ y - x & \text{if } y < x \end{cases}
\]
is obviously an asymmetric metric. This metric satisfies \( d(y, x) \leq Cd(x, y) \) for all \( x, y \in \mathbb{R} \) where \( C := \max \{\alpha, \frac{1}{\alpha}\} \). This metric therefore satisfies the conditions for Proposition 3.3. Note that \( \tau_+ \) and \( \tau_- \) are the usual topologies on \( \mathbb{R} \).

Example 3.5. The function \( d: \mathbb{R} \times \mathbb{R} \to \mathbb{R}_0^+ \) defined by
\[
d(x, y) := \begin{cases} e^y - e^x & \text{if } y \geq x \\ e^{-y} - e^{-x} & \text{if } y < x \end{cases}
\]
is an asymmetric metric [7, Example 2.28]. Both \( \tau_+ \) and \( \tau_- \) are the usual topologies on \( \mathbb{R} \). It is easy to see that the assumption of Proposition 3.3 is satisfied with \( C(x) := \max \{e^x(e^x + \varepsilon), e^{-x}(e^{-x} + \varepsilon)\} \).

Example 3.6 (Sorgenfrey asymmetric metric). Now we exhibit a metric which does not satisfy condition (1). The function \( d: \mathbb{R} \times \mathbb{R} \to \mathbb{R}_0^+ \) defined by
\[
d(x, y) := \begin{cases} y - x & \text{if } y \geq x \\ 1 & \text{if } y < x \end{cases}
\]
is an asymmetric metric. Here, \( \tau_+ \) is the lower limit topology on \( \mathbb{R} \) and \( \tau_- \) is the upper limit topology, i.e., \( B^+(x, \varepsilon) = [x, x + \varepsilon) \) and \( B^-(x, \varepsilon) = (x - \varepsilon, x] \), provided \( \varepsilon \leq 1 \).

It is easy to find a sequence which forward converges in this metric but does not backward converge; for example, fix \( x \in \mathbb{R} \) and let \( x_k = x(1 + \frac{1}{k}) \). Then \( x_k \xrightarrow{f} x \) but \( x_k \xrightarrow{b} x \). Likewise it is easy to show that the existence of a backward limit does not imply the existence of a forward limit.

The next example shows that the converse of Proposition 3.3 is not true. We are not aware of a necessary and sufficient condition under which forward convergence implies backward convergence.

Example 3.7. Let \( d: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_0^+ \) be defined by
\[
d(x, y) := \begin{cases} d(x, 0) + d(0, y) & \text{if } y \neq x \\ 0 & \text{if } x = y \end{cases}
\]
where \( d(x, 0) = \frac{1}{|x|} \) and \( d(0, x) = \frac{1}{|x|} \) for \( x \neq 0 \).

Let \( 0 \neq x \in \mathbb{R}^n \). If, for a sequence \( \{x_k\}_{k \in \mathbb{N}}, x_k \xrightarrow{f} x \), then there exists \( N \in \mathbb{N} \) such that \( x_k = x \) for \( k \geq N \). In that case, \( x_k \xrightarrow{b} x \). Similarly, if \( x = 0 \), then \( x_k \xrightarrow{f} x \) if \( |x_k| \to \infty \), in which case \( x_k \xrightarrow{b} x \) as well. Thus, forward convergence implies backward convergence. Yet, there is no bound of type (1); take \( x = 0 \) and \( \varepsilon > 0 \). Then \( B^+(0, \varepsilon) = \{0\} \cup \{y \in \mathbb{R}^n \mid |y| > \sqrt{\frac{3}{2}}\} \). So if \( y \in B^+(0, \varepsilon) \) then \( |y| \) is not bounded above, and
\[
\frac{d(y, 0)}{d(0, y)} = \frac{\frac{1}{|y|}}{|y|^2} = |y|.
\]

Thus any function \( c \) satisfying \( d(y, x) \leq c(x, y)d(x, y) \) for every \( x, y \in \mathbb{R}^n \) will be unbounded in any forward ball of 0.
4 Compactness and completeness

Definition 4.1 (Compactness and completeness). A set $S \subset X$ is forward compact if every open cover of $S$ in the forward topology has a finite subcover. We say that $S$ is forward relatively compact if $\overline{S}$ is forward compact, where $\overline{\cdot}$ denotes the closure in the forward topology. We say $S$ is forward sequentially compact if every sequence has a forward convergent subsequence with limit in $S$. Finally, $S \subset X$ is forward complete if every forward Cauchy sequence is forward convergent.

Note that there is a corresponding backward definition in each case, which is obtained by replacing ‘forward’ with ‘backward’ in each definition.

Lemma 4.2. Let $d : X \times X \rightarrow \mathbb{R}_0^+$ be an asymmetric metric. If $(X, d)$ is forward sequentially compact and $x_n \xrightarrow{b} x$, then $x_n \xrightarrow{f} x$.

Proof. Consider a sequence $\{x_n\}_{n \in \mathbb{N}}$ such that $x_n \xrightarrow{b} x$ for some $x \in X$. By sequential compactness, every subsequence $\{x_{n_k}\}_{k \in \mathbb{N}}$ of $\{x_n\}_{n \in \mathbb{N}}$ has a forward convergent subsequence. Say $x_{n_{kj}} \xrightarrow{f} y \in X$ as $j \to \infty$. Then $x = y$ by Lemma 3.1.

Suppose $x_n \xrightarrow{f} x$. Then there exists $\varepsilon_0 > 0$ and a subsequence $\{x_{n_k}\}_{k \in \mathbb{N}}$ with $d(x, x_{n_k}) \geq \varepsilon_0$ for all $k \in \mathbb{N}$. But this subsequence has a subsequence $\{x_{n_{kj}}\}_{j \in \mathbb{N}}$ forward converging to $x$, so there exists $J \in \mathbb{N}$ such that for $j \geq J$, one has $d(x, x_{n_{kj}}) < \varepsilon_0$. This is obviously a contradiction, so $x_n \xrightarrow{f} x$. \hfill \Box

Consequently, whenever we have compactness we have unique limits of sequences, and backward limits imply forward limits.

The next lemma indicates that we have chosen the correct definition of ‘forward complete’ (compare [11, Theorem 1]).

Lemma 4.3. An asymmetric metric space $(X, d)$ is forward complete if every forward Cauchy sequence has a forward convergent subsequence.

Proof. Let $\{x_n\}_{n \in \mathbb{N}}$ be a forward Cauchy sequence in $(X, d)$ with $\{x_{n_k}\}_{k \in \mathbb{N}}$ a subsequence forward converging to $x \in X$. Fix $\varepsilon > 0$. First choose $N \in \mathbb{N}$ so that $d(x, x_m) < \frac{\varepsilon}{2}$ for every $m \geq n \geq N$. Then choose $k \in \mathbb{N}$ so that $n_k \geq N$ and $d(x, x_{n_k}) < \frac{\varepsilon}{2}$. Then for $n \geq n_k \geq N$ we have

$$d(x, x_n) \leq d(x, x_{n_k}) + d(x_{n_k}, x_n) < \varepsilon.$$  

So $x_n \xrightarrow{f} x$, so $(X, d)$ is forward complete. \hfill \Box

Lemma 4.4. A forward compact set $X$ is forward sequentially compact.

Since the proof is, except for obvious modifications, the same as in the symmetric situation, it is omitted here.

Definition 4.5 (Total boundedness). A subset $S \subset X$ is forward totally bounded if, for each $\varepsilon > 0$, it can be covered by finitely many forward balls of radius $\varepsilon$.

Propositions 4.6 and 4.7 are similar to the symmetric situation, and the proof of Proposition 4.6 follows Munkres [9, Theorem 28.2]. Here, the statement is split in two propositions, since one part, Proposition 4.7, involves a genuinely asymmetric condition.
Proposition 4.6. If \((X, d)\) is forward sequentially compact and forward totally bounded, then \(X\) is forward compact.

Proof. Let \(\mathcal{A}\) be an open cover of \(X\) in the forward topology. For contradiction, we assume that for any \(\delta > 0\) there is a ball of radius less than \(\delta\) that is not contained in any element of \(\mathcal{A}\). In particular, for each \(n \in \mathbb{N}\) there exists a ball \(C_n := B^+(x_n, r)\), where \(r < \frac{1}{n}\), that is not contained in any element of \(\mathcal{A}\). By hypothesis, some subsequence \(\{x_{n_j}\}_{j \in \mathbb{N}}\) forward converges, say to the point \(a\). Now \(a \in A\) for some \(A \subset \mathcal{A}\), and since \(A\) is open we may choose \(\varepsilon > 0\) such that \(B^+(a, \varepsilon) \subset A\). If \(j\) is chosen large enough that \(\frac{1}{n_j} < \frac{\varepsilon}{2}\) then \(C_{n_j} \subset B^+(x_{n_j}, \frac{\varepsilon}{2})\); if \(j\) is also chosen large enough so that \(d(a, x_{n_j}) < \frac{\varepsilon}{2}\) then \(C_{n_j} \subset B^+(a, \varepsilon)\). So \(C_{n_j} \subset A\), contrary to our assumption.

So we deduce that the open covering \(\mathcal{A}\) has a \(\delta > 0\) so that for each ball in \(X\) with radius less than \(\delta\), there exists an element of \(\mathcal{A}\) containing it. Let \(\varepsilon = \frac{\delta}{2}\). By total boundedness of \(X\) we know we can find a finite covering of \(X\) by forward \(\varepsilon\)-balls. Each of these balls has radius \(\varepsilon < \delta\), so it lies in an element of \(\mathcal{A}\). Choosing one element of \(\mathcal{A}\) for each of these \(\varepsilon\)-balls, we obtain a finite subcollection of \(\mathcal{A}\) that covers \(X\). So \(X\) is forward compact. \(\square\)

Proposition 4.7. If \((X, d)\) is forward sequentially compact, and if forward convergence implies backward convergence, then \(X\) is forward totally bounded.

Proof. We proceed by contradiction. Suppose there is an \(\varepsilon > 0\) such that \(X\) cannot be covered by finitely many forward \(\varepsilon\)-balls. Construct a sequence of points as follows: first choose \(x_1\) to be any point of \(X\). Noting that the ball \(B^+(x_1, \varepsilon)\) is not all of \(X\), choose \(x_2 \in X \setminus B^+(x_1, \varepsilon)\). In general, choose \(x_{n+1}\) to be a point not in \(B^+(x_1, \varepsilon) \cup \cdots \cup B^+(x_n, \varepsilon)\), using the fact that these balls do not cover \(X\). By construction, \(d(x_j, x_{n+1}) \geq \varepsilon\) for \(j = 1, \ldots, n\). If this sequence had a forward convergent subsequence, then the subsequence would also be backward convergent (by assumption) and thus it would be forward Cauchy, which contradicts the construction. \(\square\)

The formulation given in the last two propositions suffices for our purposes. More generally, however, one can show that sequentially compact asymmetric metric spaces are compact [5]. We will not use this formulation, but point out that the proof, which is much more sophisticated that the ones presented here, relies on an argument given by Niemytzki [10].

The following proposition has been shown before [11, Theorem 12 & 13], but we prefer to give our own proof.

Proposition 4.8. An asymmetric metric space \((X, d)\) is forward compact if and only if it is forward complete and forward totally bounded.

Proof. If \(X\) is forward compact then it is forward sequentially compact by Lemma 4.4. In particular, every forward Cauchy sequence has a forward convergent subsequence, so by Lemma 4.3 the space \(X\) is forward complete. Total boundedness follows because every covering of \(X\) by forward \(\varepsilon\)-balls has a finite subcover.

Conversely, let \(X\) be forward complete and totally bounded. We shall prove that \(X\) is forward sequentially compact, which, by Proposition 4.6, implies forward compactness.

Let \(\{x_n\}_{n \in \mathbb{N}}\) be a sequence in \(X\). First cover \(X\) by finitely many balls of radius 1. One of these balls, say \(B_1\), must contain \(\{x_n\}_{n \in \mathbb{N}}\) for infinitely many values of \(n\). Let \(J_1 \subset \mathbb{N}\) consist of those indices \(n\) for which \(x_n \in B_1\). Now \(B_1\) is totally bounded, so we may cover it by finitely many balls of radius \(\frac{1}{2}\). At least one of these balls, say \(B_2\), contains \(\{x_n\}_{n \in \mathbb{N}}\) for infinitely many values of \(n\) in \(J_1\). Proceeding iteratively, we can define a decreasing sequence of balls \(B_1 \supset B_2 \supset B_3 \supset \ldots\) and corresponding sets \(J_{k+1} := \{n \mid n \in J_k, x_n \in B_{k+1}\}\).
Choose \( n_1 \in J_1 \). Given \( n_k \), choose \( n_{k+1} \in J_{k+1} \) such that \( n_{k+1} > n_k \). Then \( x_{n_j} \in B_j \) for every \( j \in \mathbb{N} \). Let \( y_j \) be the centre of \( B_j \), so \( B_j := B^+(y_j, \frac{1}{j}) \). Now \( d(y_j, y_{j+1}) < \frac{1}{j} \to 0 \) as \( j \to \infty \). Thus, for \( j \leq k \), \( d(y_j, y_k) \to 0 \) as \( j \to \infty \), so \( \{y_k\}_{k \in \mathbb{N}} \) is a forward Cauchy sequence. Since \( X \) is forward complete, \( y_k \xrightarrow{f} y \in X \) as \( k \to \infty \).

Finally, \( d(y, x_{n_j}) \leq d(y, y_j) + d(y_j, x_{n_j}) \to 0 \) as \( j \to \infty \). So \( x_{n_j} \xrightarrow{f} y \in X \), so we have found a forward convergent subsequence of \( \{x_n\}_{n \in \mathbb{N}} \), proving forward sequential compactness. \( \square \)

### 5 The Arzelà-Ascoli Theorem

In this section we will adapt the Arzelà-Ascoli Theorem to the asymmetric case.

#### 5.1 Equicontinuity and compactness

**Definition 5.1** (Forward equicontinuity). Let \((X, d_X), (Y, d_Y)\) be asymmetric metric spaces. A set \( \mathcal{F} \) of functions from \( X \) to \( Y \) is forward equicontinuous, respectively backward equicontinuous, if for every \( x \in X \) and for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for every \( y \in Y \) and every \( f \in \mathcal{F} \) with \( d_X(x, y) < \delta \),

\[
d_Y(f(x), f(y)) < \varepsilon, \quad \text{respectively } d_Y(f(y), f(x)) < \varepsilon
\]

holds.

We introduce some further notation. \( Y^X \) denotes the space of functions from \( X \) to \( Y \); \( C(X, Y) \) denotes the set of all \( \rho \)-continuous functions from \( X \) to \( Y \). The **uniform metric** on \( Y^X \) is

\[
\bar{d}(f, g) := \sup \{ d(f(x), g(x)) \mid x \in X \},
\]

where \( d(x, y) := \min \{ d(x, y), 1 \} \) and \( d \) is the asymmetric metric associated with \( Y \). This metric induces the **uniform topology** on \( Y^X \).

**Lemma 5.2.** Suppose \((Y, d)\) is forward compact, and that forward convergence implies backward convergence in this metric. Then

1. If a set \( \mathcal{F} \subset C(X, Y) \) is forward equicontinuous then it is also backward equicontinuous.

2. If a sequence \( \{f_n\}_{n \in \mathbb{N}} \subset Y^X \) is uniformly backward convergent then it is uniformly forward convergent (and vice versa).

Before giving the proof of Lemma 5.2, we first demonstrate that the statement 1 in Lemma 5.2 is wrong without the compactness assumption on \( Y \).

**Example 5.3.** Let \( X = [0, 1] \) and \( Y = [1, \infty) \), with the asymmetric metrics

\[
d_X(x, y) := \begin{cases} y - x & \text{if } y \geq x \\ 1 & \text{if } y < x \end{cases}, \quad d_Y(x, y) := \begin{cases} y - x & \text{if } y \geq x \\ e^x - e^y & \text{if } y < x \end{cases}
\]

Notice that forward convergence does imply backward convergence in \( Y \), but that the space is not forward (or backward) compact. \((Y, d_Y)\) has the usual topology on \( \mathbb{R} \).

Let \( f_n : X \to Y \) be defined by \( x \mapsto x + n \). Fix \( x \in X \), \( n \in \mathbb{N} \) and \( \varepsilon > 0 \). If \( d_X(x, y) < \delta \leq 1 \) then \( x \leq y \) and \( d_X(x, y) = y - x \).
Then, \( d_Y(f_n(x), f_n(y)) = y + n - (x + n) = y - x < \delta, \) and the choice \( \delta := \min \{ \varepsilon, 1 \} \) shows that \( \mathcal{F} := \{ f_n \} \) is forward equicontinuous. On the other hand, \( d_Y(f_n(y), f_n(x)) = e^{y+n} - e^{x+n} = e^n(e^y - e^x), \) so for backward continuity we need \( \delta \leq \log(\frac{e^n}{e} + e^\varepsilon) - x. \) Thus, \( \delta \to 0 \) as \( n \to \infty \) so we cannot choose \( \delta \) independent of \( n. \) Therefore \( \mathcal{F} \) is not backward equicontinuous.

Now we prove Lemma 5.2.

**Proof.** Forward compactness implies forward sequential compactness by Lemma 4.4. Since forward convergence implies backward convergence, we know the space is backward sequentially compact. Now, by Lemma 4.2, we know that backward convergence also implies forward convergence and can therefore conclude, using Propositions 4.6 and 4.7, that the space is backward compact.

We now use the fact that if a space is both forward and backward compact, then the forward and backward topologies are equivalent [7, Corollary 2.17]. Consequently, an easy argument will show that uniform convergence does not imply uniform convergence in the other, and similarly with forward and backward equicontinuity.

There are indeed asymmetric metrics in which the forward topology is compact and the backward one is not:

**Example 5.4.** This example is similar to Example 3.7 but provides very different topologies. Let \( d: \mathbb{Z}_+ \times \mathbb{Z}_+ \to \mathbb{R}_+^\ast \) be defined by

\[
d(x, y) := \begin{cases} d(x,0) + d(0,y) & \text{if } x \neq y \\ 0 & \text{if } x = y, \end{cases}
\]

where \( d(x,0) = x \) and \( d(0,x) = \frac{1}{x} \) for \( x \neq 0. \)

The backward topology for this asymmetric metric is discrete, so \( \mathbb{Z}_+ \) is not compact because it is infinite. However, \( \mathbb{Z}_+ \) is compact in the forward topology because any open ball around zero contains all but finitely many points. In this metric, backward convergence implies forward convergence but not vice versa.

**Proposition 5.5.** Let \( (X, d_X) \) and \( (Y, d_Y) \) be asymmetric metric spaces with the forward topologies both compact. Suppose also that forward convergence implies backward convergence in \( (Y, d_Y). \) If a subset \( \mathcal{F} \) of \( C(X,Y) \) is forward equicontinuous then \( \mathcal{F} \) is totally forward bounded under the uniform metric \( \bar{\rho} \) corresponding to \( d_Y. \)

**Proof.** (Compare [9, Lemma 45.3]; note that again the asymmetric condition of forward convergence implies backward convergence is required.) Assume \( \mathcal{F} \subset C(X,Y) \) is forward equicontinuous, then \( \mathcal{F} \) is also backward equicontinuous by Lemma 5.2. We need to show that for given \( 0 < \varepsilon < 1, \) there is a cover of \( \mathcal{F} \) by finitely many sets that are open \( \varepsilon \)-balls in the metric \( \bar{\rho}. \)

Set \( \delta := \frac{\varepsilon}{2}. \) Given any \( a \in X, \) there exists \( \delta_a > 0 \) such that whenever \( d_X(a,x) < \delta_a \) we have that \( d_Y(f(a),f(x)) < \delta \) and \( d_Y(f(x),f(a)) < \delta \) for all \( f \in \mathcal{F}, x \in X. \) By forward compactness of \( X, \) we can cover \( X \) by finitely many such balls \( B^+(a,\delta_a), \) for \( a = a_1, \ldots, a_k. \) By forward compactness of \( Y, \) we can cover \( Y \) by finitely many open sets \( V_1, \ldots, V_m \) of diameter less than \( \delta. \) (Here, \( \text{diam}(S) := \max_{x,y \in S} d(x,y), \) and every ball of diameter \( \varepsilon \) is contained in a forward ball of radius \( 2\varepsilon \) so all the compactness arguments can be used as normal.)

Let \( J \) be the collection of functions \( \alpha: \{1, \ldots, k\} \to \{1, \ldots, m\}. \) Given \( \alpha \in J, \) if there exists a function \( f \in \mathcal{F} \) such that \( f(a_j) \in V_{\alpha(j)} \) for all \( j = 1, \ldots, k, \) choose one such function and label it \( f_\alpha. \) The collection \( \{ f_\alpha \} \) is indexed by a subset \( J' \) of the set \( J \) and is thus finite. We assert that the open balls \( B^+(f_\alpha, \varepsilon) \) cover \( \mathcal{F}, \) for \( \alpha \in J'. \) To see this, let \( f \) be in \( \mathcal{F}, \) and for each \( j = 1, \ldots, k, \) choose an integer \( \alpha(j) \) such that \( f(a_j) \in V_{\alpha(j)} \). Then the function \( \alpha \) is in \( J'. \) We assert that \( f \in B^+(f_\alpha, \varepsilon). \)
Pick \( x \in X \) and choose \( j \) so that \( x \in B^+(a_j, \delta_0) \). Then,

\[
\begin{align*}
    d_Y(f_\alpha(x), f_\alpha(a_j)) &< \delta \text{ (by equicontinuity)}, \\
    d_Y(f_\alpha(a_j), f(a_j)) &< \delta \text{ (since } f(a_j) \text{ and } f_\alpha(a_j) \text{ are in } V_\alpha(j)), \\
    d_Y(f(a_j), f(x)) &< \delta \text{ (by equicontinuity)}. 
\end{align*}
\]

Then we conclude that \( d_Y(f_\alpha(x), f(x)) < \varepsilon < 1 \). This inequality holds for every \( x \in X \), so \( \tilde{p}(f_\alpha, f) = \max \{d(f_\alpha(x), f(x))\} < \varepsilon \). So \( f \in B^+_\varepsilon(f_\alpha, \varepsilon) \).

A difference between the symmetric and the asymmetric case will be highlighted in the next example. Namely, the Arzelà-Ascoli Theorem relies on the fact that the space of forward continuous functions \( C(X, Y) \) is forward complete whenever \( Y \) is forward complete. This is true in the symmetric case, but wrong in the asymmetric case unless \( Y \) is also forward compact.

**Example 5.6.** Let \( Y = \mathbb{R}^+_0 \) with the asymmetric metric

\[
d_Y(x, y) := \begin{cases} 
    y - x & \text{if } y \geq x \\
    e^y - e^x & \text{if } y < x
\end{cases}.
\]

This gives \( Y \) the usual forward and backward topologies, and forward convergence implies backward convergence.

*Claim 1: \( Y \) is forward complete.* Let \( \{y_n\}_{n \in \mathbb{N}} \subset Y \) be a forward Cauchy sequence. It is easy to see that this sequence is forward bounded. Since the topology induced by \( d_Y \) is the Euclidean one, this implies forward convergence of a subsequence. By Lemma 4.3 this means \( (Y, d_Y) \) is forward complete.

*Claim 2: \( Y^X \) is not forward complete in the uniform metric \( \tilde{p} \), where \( X = \mathbb{R}^+_0 \) with the usual metric.* We construct a sequence which is forward Cauchy but not forward convergent in the uniform metric. Namely, let \( f_\alpha: X \rightarrow Y \) be defined by \( x \mapsto x + \frac{1}{n} \), which is obviously forward continuous.

If \( m \geq n \geq \frac{1}{q} \) then

\[
    \tilde{p}(f_n, f_m) = \sup \{d(f_n(x), f_m(x)) \mid x \in \mathbb{R}^+_0\} = \frac{1}{n} - \frac{1}{m} < \frac{1}{n} \leq \varepsilon.
\]

So \( \{f_n\}_{n \in \mathbb{N}} \) is a forward Cauchy sequence in the uniform metric.

The pointwise limit of this sequence is the identity function \( f \), but the sequence is not uniformly forward convergent. Namely, if \( n > N = (\log(\frac{1}{\varepsilon} + 1))^{-1} \) then \( d(f(x), f_\alpha(x)) = e^x(e^\frac{1}{x} - 1) < \varepsilon \), but \( N \) cannot be chosen independently of \( x \).

The next statement differs from the symmetric equivalent [9, Theorem 43.5] in the sense that compactness, rather than completeness, is required for the asymmetric case, as shown by Example 5.6.

**Lemma 5.7.** If the asymmetric space \( (Y, d) \) is forward compact and has the property that forward convergence implies backward convergence, then the space \( Y^X \) is complete in the uniform metric \( \tilde{p} \) corresponding to \( d \).

*Proof.* If \( (Y, d) \) is forward compact then it is forward complete, and so is \( (Y, \tilde{d}) \). Now suppose \( f_1, f_2, \ldots \) is a sequence in \( Y^X \) that is a forward Cauchy sequence relative to \( \tilde{p} \). Then, for every \( x \in X \), the sequence \( f_1(x), f_2(x), \ldots \) is a forward Cauchy sequence in \( (Y, \tilde{d}) \) and thus forward and backward converges, say to a point \( y_x \). Let \( f: X \rightarrow Y \) be the function defined by \( f(x) = y_x \).
We now show that $f_n \rightarrow f$ in the metric $\bar{d}$ by first showing that it converges backwards. Given $\varepsilon > 0$, choose $N \in \mathbb{N}$ so that $\bar{d}(f_n, f_m) < \frac{\varepsilon}{2}$ for $m \geq n \geq N$. In particular, then $\bar{d}(f_n(x), f_m(x)) < \frac{\varepsilon}{2}$ for all $x \in X$. Let $n$ and $x$ be fixed and let $m$ become arbitrarily large; then

$$\bar{d}(f_n(x), f(x)) \leq \bar{d}(f_n(x), f_m(x)) + \bar{d}(f_m(x), f(x)) < \varepsilon.$$ 

This inequality holds for all $x \in X$, provided $n \geq N$, so $\bar{d}(f_n, f) < \varepsilon$ for $n \geq N$. So the sequence is uniformly backward convergent, and by Lemma 5.2 that means it is uniformly forward convergent too. \hfill \Box

**Lemma 5.8.** Let $(X, d_X)$ and $(Y, d_Y)$ be asymmetric metric spaces, with forward convergence equivalent to backward convergence in $Y$. If a sequence $\{f_n\}_{n \in \mathbb{N}} \subset C(X, Y)$ forward converges uniformly to $f$, then $f \in C(X, Y)$.

**Proof.** The proof is a modification of the classic $\frac{\varepsilon}{2}$-argument. Fix $\varepsilon > 0$ and $x_0 \in X$. Since $f_n \rightarrow f$ uniformly, we can choose $N_1 \in \mathbb{N}$ so that $d_Y(f(x), f_n(x)) < \frac{\varepsilon}{2}$ for all $n \geq N_1$ and $x \in X$. Now, in particular, $f_n(x_0) \rightarrow^f f(x_0)$, and so $f_n(x_0) \rightarrow^b f(x_0)$. Thus we can find $N_2 \in \mathbb{N}$ so that $d_Y(f_n(x_0), f(x_0)) < \frac{\varepsilon}{2}$ for $n \geq N_2$. Let $N := \max\{N_1, N_2\}$. The function $f_N$ is ff-continuous, and thus fb-continuous by equivalence of forward and backward convergence. This means we can choose $\delta > 0$ so that $d_Y(f_N(x), f_N(x_0)) < \frac{\varepsilon}{2}$ for $d_X(x_0, x) < \delta$. So, if $d_X(x_0, x) < \delta$,

$$d_Y(f(x), f(x_0)) \leq d_Y(f(x), f_N(x)) + d_Y(f_N(x), f_N(x_0)) + d_Y(f_N(x_0), f(x_0)) < \varepsilon.$$ 

Therefore $f$ is fb-continuous, and by equivalence of convergence it is also ff-continuous, so $f \in C(X, Y)$. \hfill \Box

We point out that this elementary statement is wrong in the asymmetric situation if the hypothesis on forward and backward convergence is dropped. Example 5.9 provides a counterexample which relies on the non-uniqueness of forward limits for metrics where forward convergence does not imply backward convergence. Example 5.10 demonstrates that, with this asymmetric assumption dropped, the uniform limit of a sequence of continuous functions might be discontinuous even if the limit is unique.

**Example 5.9.** Let $X := [0, 1]$ be equipped with the Euclidean metric, and $Y \subset \mathbb{R}^2$ be the set $Y := \{(y_1, y_2) \mid y_1 = 0 \text{ and } y_2 \in (0, 1)\} \cup \{(1, 0)\}$. We choose the metric on $Y$ to be the Sorgenfrey metric of Example 3.6, extended such that, for $(y_1, y_2)$ with $y_2 > 0$, $d((y_1, y_2), (\pm 1, 0)) = d((\pm 1, 0), (\mp 1, 0)) = 1$, $d((\pm 1, 0), (y_1, y_2)) = y_2$. It is easy to see that $Y$ is an asymmetric metric space and that $Y$ is Hausdorff. Let $f \colon X \rightarrow Y$,

$$x \mapsto \begin{cases} (-1, 0) & \text{if } x = 0 \\ (1, 0) & \text{if } x > 0 \end{cases}.$$ 

The sequence $f_n \colon X \rightarrow Y, x \mapsto (0, \frac{1}{n})$ forward converges uniformly to the discontinuous limit $f$. This is a consequence of the fact that in asymmetric metric spaces, limits are not necessarily unique. Note that there are infinitely many uniform limits in this example, for example $f_n \rightarrow \tilde{f}$ forward uniformly, with $\tilde{f} : X \rightarrow Y, x \mapsto (1, 0)$ being continuous.

**Example 5.10.** Let $X := [0, 1]$ be equipped with the Euclidean metric, and $Y := \{(y_1, y_2) \mid 0 \leq y_1 \leq 1, 0 \leq y_2 \leq 1\}$. We equip $Y$ with the following variant of the Sorgenfrey metric:

$$d(y, \bar{y}) := \begin{cases} 0 & \text{if } y = \bar{y} \\ |y - \bar{y}| & \text{if } y_1 \leq \bar{y}_1 \text{ and } \bar{y}_1 \neq 0 \\ 1 & \text{otherwise} \end{cases}.$$ 
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where \( | \cdot | \) denotes the Euclidean metric in \( \mathbb{R}^2 \). It is easy to check that \( d \) defines an asymmetric metric. Then \( f_n: X \to Y, x \mapsto (\frac{1}{n}, x) \) forward converges uniformly to a unique limit \( f \), namely \( f: X \to Y, x \mapsto (0, x) \). Moreover, \( f_n \) is continuous for every \( n \in \mathbb{N} \), while \( f \) is discontinuous.

**Proposition 5.11.** Let \( (X, d_X) \) and \( (Y, d_Y) \) be asymmetric metric spaces with \( Y \) being forward compact and having forward convergence implies backward convergence. Then the set \( C(X, Y) \) is complete in the uniform metric \( \bar{\rho} \) corresponding to \( d_Y \).

**Proof.** If \( \{ f_n \}_{n \in \mathbb{N}} \subset C(X, Y) \) converges to \( f \in Y^X \) relative to \( \bar{\rho} \) (i.e., uniform convergence). We have assumed that forward convergence implies backward convergence, and by forward compactness of \( Y \) we also know that backward convergence implies forward convergence (Lemma 4.2). Thus, by Lemma 5.8, \( f \in C(X, Y) \), which means that \( C(X, Y) \) is closed. Since \( Y^X \) is complete (Lemma 5.7), \( C(X, Y) \) is complete as well. \( \square \)

### 5.2 The Arzelà-Ascoli Theorem

Now we finally have the tools to prove the Arzelà-Ascoli Theorem in the asymmetric case. We introduce one genuinely asymmetric conditions; Example 5.13 below shows that the Arzelà-Ascoli Theorem does not hold if forward convergence does not imply backward convergence.

**Theorem 5.12.** Let \( (X, d_X) \) and \( (Y, d_Y) \) be asymmetric metric spaces. Suppose that \( X \) is forward compact, closed bounded sets are forward compact in \( Y \), and that forward convergence implies backward convergence in \( Y \). Endow \( C(X, Y) \) with the uniform metric \( \bar{\rho} \) associated with the asymmetric metric \( d_Y \). Then a subset \( \mathcal{F} \) of \( C(X, Y) \) is forward relatively compact if \( \mathcal{F} \) is forward equicontinuous and forward pointwise bounded under \( d_Y \).

**Proof.** With the asymmetric framework (and its differences to the symmetric case) being established, we are in a position to follow the argument given in Munkres’ book [9].

**Step 1:** If \( \mathcal{F} \) is forward equicontinuous and forward pointwise bounded then so is \( \bar{\mathcal{F}} \).

**Equicontinuity of \( \bar{\mathcal{F}} \):** Given \( x_0 \in X \) and \( \varepsilon > 0 \), choose \( \delta > 0 \) so that \( d_X(x_0, x) < \delta \) implies \( d_Y(f(x_0), f(x)) < \frac{\varepsilon}{3} \) for all \( f \in \mathcal{F} \) and \( x \in X \). Given \( g \in \bar{\mathcal{F}} \), we can find a sequence of points of \( \mathcal{F} \) forward converging to \( g \), and therefore also backward converging to \( g \). So we can choose \( f \in \mathcal{F} \) so that \( \bar{\rho}(g, f) < \frac{\varepsilon}{3} \) and \( \bar{\rho}(f, g) < \frac{\varepsilon}{3} \). Then we have that for \( d_X(x_0, x) < \delta \)

\[
d_Y(g(x_0), g(x)) \leq d_Y(g(x_0), f(x_0)) + d_Y(f(x_0), f(x)) + d_Y(f(x), g(x)) < \varepsilon.
\]

Since \( g \) was arbitrary, equicontinuity follows.

**Pointwise Boundedness of \( \bar{\mathcal{F}} \):** Given \( a \in X \), choose \( y \in Y \) so that \( \{ d_Y(y, f(a)) \mid f \in \mathcal{F} \} \) is bounded, i.e., \( d_Y(y, f(a)) \leq M \) for all \( f \in \mathcal{F} \). As before, given \( g \in \bar{\mathcal{F}} \), we can find a sequence of points of \( \mathcal{F} \) forward and backward converging to \( g \), and so we can choose \( f \in \mathcal{F} \) so that \( \bar{\rho}(f, g) < 1 \). Then

\[
d_Y(g, f(a)) \leq d_Y(y, f(a)) + d_Y(f(a), g(a)) < M + 1.
\]

Now, \( g \in \bar{\mathcal{F}} \) was arbitrary, so \( \{ d_Y(y, f(a)) \mid g \in \bar{\mathcal{F}} \} \) is bounded, and so \( \bar{\mathcal{F}} \) is pointwise forward bounded.

**Step 2:** We show that if \( \bar{\mathcal{F}} \) is forward equicontinuous and forward pointwise bounded, then there is a forward compact subspace \( E \) of \( Y \) that contains the union of the sets \( g(X) \), for \( g \in \bar{\mathcal{F}} \).

Choose, for each \( a \in X \), a \( \delta_a > 0 \) so that \( d_X(a, x) < \delta_a \) implies \( d_Y(g(a), g(x)) < 1 \) for all \( g \in \bar{\mathcal{F}} \). Since \( X \) is forward compact, we can cover \( X \) by finitely many balls \( B^+(a, \delta_a) \), say for \( a_1, \ldots, a_n \). Because the sets \( \{ g(a_j) \mid g \in \bar{\mathcal{F}} \} \) are forward bounded, their union is also forward bounded; suppose the union lies in \( B^+(y, N) \) for some \( y \in Y, N \in \mathbb{N} \).
Choose \( g \in F \) arbitrarily, and then choose \( x \in X \). Now \( x \in B^+(a_j, \delta_{a_j}) \) for some \( j = 1, \ldots, n \), so \( d_Y(y, g(x)) \leq d_Y(y, g(a_j)) + d_Y(g(a_j), g(x)) < N + 1 \). Thus \( g(X) \subset B^+(y, N + 1) \). Let \( E \) be the closure of this ball. Since closed bounded sets are forward compact in \( Y \), \( E \) is forward compact.

**Step 3:** Assume \( F \) is forward equicontinuous and forward pointwise bounded under \( d_Y \). By Step 2, \( F \) is also forward equicontinuous and forward pointwise bounded under \( d_Y \). By Step 3, there is a compact subspace \( E \) of \( Y \) such that \( F \subset C(X, E) \). Proposition 5.5 now reveals that \( F \) is forward totally bounded under \( \bar{\rho} \). Since \( E \) is forward compact, the set \( C(X, E) \) is forward complete in the uniform metric by Proposition 5.11. \( F \) is then, as a closed subspace of \( C(X, E) \), also forward complete.

Then by Proposition 4.8 we deduce that \( F \) is forward compact because it is forward complete and forward totally bounded. So \( F \) is relatively compact. \( \square \)

We demonstrate that this statement can be false if the asymmetric condition on forward and backward convergence is dropped.

**Example 5.13.** In the situation of Example 5.10, the set \( F := \{f_n\}_{n \in \mathbb{N}} \) is not forward relatively compact. This is since forward convergence does not imply backward convergence in \( Y \), contrary to the assumption in Theorem 5.12.

We close by pointing out another peculiarity of asymmetric spaces: in the symmetric case, the Arzelà-Ascoli Theorem is a necessary and sufficient characterisation of compactness for continuous functions. The reverse direction relies on the fact that a family of continuous functions which is totally bounded under the uniform metric is equicontinuous [9, Lemma 45.2]. It can be shown that this is not true in the asymmetric case, even if forward convergence implies backward convergence. This can, for example, be seen for the metric of Example 3.5, by constructing a sequence of increasingly rapidly oscillating functions.
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